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Abstract—Ising machines are expected to solve combinatorial optimization problems efficiently by representing them as Ising

models or equivalent quadratic unconstrained binary optimization (QUBO) models . However, upper bound exists on the

computable problem size due to the hardware limitations of Ising machines. This paper propose a new hybrid annealing method

based on partial QUBO extraction, called subQUBO model extraction, with multiple solution instances. For a given QUBO

model, the proposed method obtains NI quasi-optimal solutions (quasi-ground-state solutions) in some way using a classical

computer. The solutions giving these quasi-optimal solutions are called solution instances. We extract a size-limited subQUBO

model as follows based on a strong theoretical background: we randomly select NS ðNS < NIÞ solution instances among them

and focus on a particular binary variable xi in the NS solution instances. If xi value is much varied over NS solution instances, it

is included in the subQUBO model; otherwise, it is not. We find a (quasi-)ground-state solution of the extracted subQUBO

model using an Ising machine and add it as a new solution instance. By repeating this process, we can finally obtain a (quasi-)

ground-state solution of the original QUBO model. Experimental evaluations confirm that the proposed method can obtain better

quasi-ground-state solution than existing methods for large-sized QUBO models.

Index Terms—Ising machine, Ising model, hybrid annealing method, QUBO model, subQUBO model extraction

Ç

1 INTRODUCTION

THE combinatorial optimization problem involves finding
the combination of variables that minimizes (or maxi-

mizes) the objective function within a given set of constraints
and hasmany applications in the realworld (e.g., route optimi-
zation for transportation or logistics and optimal control of
robot behavior) [1], [2], [3]. Some of these combinatorial opti-
mization problems are categorized into a problem class, called
the NP-hard problem, which is difficult to solve in a practical
time using conventional computers because the number of
variable combinations explosively increases as the number of
variables increases [3]. To tackle this problem, Ising machines
have recently been focused on as a new computer architecture
[4], [5], [6].

An Ising machine solves an original combinatorial opti-
mization problem by transforming it into a statistical
mechanics model, called an Ising model, or its equivalent

quadratic unconstrained binary optimization model, called a
QUBOmodel, and finding its minimum energy state. This state
is called the ground state. TheQUBOmodel consists ofmultiple
0-1 binary variables, and a combination of which gives one
solution. In particular, the combination of binary variables giv-
ing theminimum energy state of theQUBOmodel is called the
ground-state solution. Isingmachines include, for example, D-
Wave Systems’ 2000Q [4] and Fujitsu’s digital annealer [5], [6].
Although these Ising machines are expected to quickly solve
combinatorial optimization problems, there is an upper limit
to the variable size of a QUBO model that can be solved
because of hardware limitations. For example, the D-Wave
2000Q machine has approximately 2000 qubits but, due to its
hardware limitations, it can only deal with a QUBO model
having a maximum of 64 variables if all the variables are con-
nected to each other [7], [8].

This work investigates a hybrid annealing method for solv-
ing large-sized QUBO models using classical computers and
Ising machines. The hybrid annealing method is based on
extracting several binary variables from the original QUBO
model and constructing a small-sized QUBO model, called a
subQUBO model, using classical computers. The method then
finds its (quasi-)ground-state solution using Isingmachines. In
this process, how to extract the subQUBOmodel from the orig-
inal QUBO model is the key to efficiently obtaining the
ground-state solution of the original QUBOmodel.

Several methods for extracting subQUBO models from
an original QUBO model have been proposed [9], [10], [11].
The simplest subQUBO model extraction method randomly
chooses variables from the original QUBO model [9]. This
method may have a probabilistic effect depending on the
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QUBO model structure. The next possible method is based
on the changes of the objective value. A method based on
the impact values was proposed in [10], while a method
based on k-opt local search [12], [13] was proposed in [9].
Ref. [9] also proposed a method for extracting subQUBO
models from relatively good solutions reached in the past
process. In [11], a subQUBO model was extracted based on
the solutions solved by a classical computer. As discussed
in Section 3.2, these methods are all heuristic and do not
necessarily have a theoretical background. Furthermore, the
extracted subQUBO models tend to be fixed because they
are extracted from fixed solutions. We cannot expect that a
globally optimal solution is obtained for an original QUBO
model by using these methods.

This paper proposes a new hybrid annealing method that
can efficiently obtain the (quasi-)ground-state solution for a
QUBO model. For a given QUBO model, the proposed
method first obtains NI quasi-ground-state solutions, called
solution instances, in some way using a classical computer.
Next,NS ðNS < NIÞ solution instances are randomly selected
from theNI solutions instances.We then extract a size-limited
subQUBO model as follows based on the strong theoretical
background: we examine how much every binary variable in
the NS solution instances is varied. A binary variable xi is the
most varied when it has the same value in just theNS=2 solu-
tion instances. On the contrary, a binary variable xi is called
the least varied when it has the same value in all theNS solu-
tion instances.We sort the binary variables from themost var-
ied to the least varied and construct the subQUBO model
using the binary variables in the sorted order, with its size not
exceeding the hardware limit. The proposed method tends
not to fix the extracted subQUBOmodels by randomly select-
ing the NS solution instances from the NI solution instances.
Repeating this process, we can obtain a (quasi-)ground-state
solution of the original QUBOmodel.

The main contributions of this paper are summarized as
follows:

1) We prove ideal subQUBO model extraction and pro-
pose a subQUBO model extraction method based on
this theorem. As far as we know, this is the first theo-
rem to theoretically describe the ideal subQUBO
model extraction.

2) We implement the proposed method and give
insight into the optimal parameter setting thorough
experimental evaluations.

3) We demonstrate that the proposed method can
obtain better quasi-ground-state solutions compared
to existing methods in both CPU simulation evalua-
tions and evaluations using a quantum annealing
machine.

The rest of this paper is organized as follows: Section 2
first defines the QUBOmodels and then introduces the Ising
machines and their hardware limitations; Section 3 formu-
lates the subQUBO model extraction method and summa-
rizes the existing hybrid annealing methods for solving a
large-sizedQUBOmodel; Section 4 first proves the ideal sub-
QUBOmodel extractionwith illustrative examples, then pro-
poses a hybrid annealing method based on it; Section 5
demonstrates the results of the CPU simulation evaluations
and those using a quantum annealingmachine and discusses

these results; and finally, Section 6 concludes the paper and
provides an idea of the future works.

2 PRELIMINARIES

2.1 QUBO Model

A QUBOmodel is represented by Eq. (1) using a binary var-
iable xi that takes 0 or 1 (xi ¼ 0 or xi ¼ 1)

fðXÞ ¼
X

i

aixi þ
X

i6¼j
bijxixj (1)

where X ¼ fx1; x2; � � �g is a set of binary variables; ai is the
external magnetic field coefficient representing the force on
the binary variable xi; and bij is the interaction coefficient
representing the weight of the connection between the
binary variables xi and xj. A solution of a QUBO model is
one of the combinations of binary variables. The ground-state
solution of the QUBO model is the combination of binary
variables that minimizes fðXÞ. The value of fðXÞ for a given
combination of binary variables is called the objective value.

In general, the combinatorial optimization problem can
be mapped onto the problem of finding a combination of
binary variables that minimizes Eq. (1) [1], [14], [15].

2.2 Ising Machines and Their Size Limitations

An Isingmachine is a computer that specializes in finding com-
binations of binaryvariables thatminimize the objective value of
theQUBOmodel. Isingmachines include, for example,D-Wave
Systems’ quantum annealing machines [4], [16], [17], Hitachi’s
CMOS annealing machines [18], [19], and Fujitsu’s digital
annealers [5], [6]. D-Wave machines are based on quantum
annealing. CMOS annealingmachines and digital annealers are
based on simulated annealing. Isingmachines based on compu-
tational principles different from quantum annealing and simu-
lated annealing includeNTT’s coherent Isingmachines [20] and
Toshiba’s simulatedbifurcationmachines [21].

Although the D-Wave 2000Q machine [4] has approxi-
mately 2000 qubits, it can only deal with a maximum of 64
binary variables of a QUBO model if all the binary variables
are connected to each other due to hardware limitations [7],
[8]. Even for the CMOS annealing machines with approxi-
mately 100,000 bits, they can only deal with a maximum of
approximately 300 binary variables when they are fully con-
nected in the QUBOmodel [22]. The digital annealers, coher-
ent Ising machines, and simulated bifurcation machines
have similar hardware limitations.

3 HYBRID ANNEALING METHOD

3.1 General Approach

This subsection describes a general approach for finding a
(quasi-)ground-state solution of a QUBO model, whose size
is larger than the Ising machine hardware.

In the QUBO model represented by Eq. (1), let X ¼
fx1; x2; � � � ; xng be a set of binary variables. The set X con-
tains n binary variables (the size of the QUBO model is n at
this time), and the number of binary variables dealt with in
the Ising machine is m ð< nÞ. Algorithm 1 presents a basic
hybrid annealing approach.

First, the binary variable set X is initialized by setting
each binary variable to 0 or 1 randomly (line 2). X gives a
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tentative solution (line 3). The following processes are
repeated while the solution does not converge (lines 4–6).
Based on the tentative solution X, a subQUBO model with
the size m is extracted from the QUBO model with the size
n (line 5). A (quasi-)ground-state solution of the subQUBO
model is found by an Ising machine. In this process, the
ðn�mÞ variables are set to be the fixed values (line 6). By
repeating this process, we obtain a (quasi-)ground-state
solution for the original QUBO model with the size n by
iteratively obtaining the (quasi-)ground-state solutions of
subQUBOmodels with the sizem using an Ising machine.

Suppose that for a set X ¼ fx1; x2; � � � ; xng of binary vari-
ables, we are given a certain combination of binary variables
called a tentative solution. Let X̂ ¼ fx̂1; x̂2; � � � ; x̂ng be a tenta-
tive solution, where x̂i is 0 or 1. Let S � X be a subset of
binary variables to be extracted as a subQUBO model. We
now consider the interaction coefficient between variables
xi 2 S and xj 2 XnS. As mentioned above, we have a tenta-
tive solution in which xj ¼ x̂j. For the quadratic term bijxixj
consisting of variables xi and xj in Eq. (1), bijxixj ¼
ðbijx̂jÞxi ¼ cixi (ci ¼ bijxj), and the quadratic term bijxixj
can be written as a linear term of xi because xj is fixed to be
x̂j, and bij is a constant. In addition, for xj; xk 2 XnS, the lin-
ear term of xj (or xk) and the quadratic term of xjxk can be
replaced with xj ¼ x̂j and xk ¼ x̂k using the tentative solu-
tion (i.e., they all become constants). Consequently, when
we fix the binary variable xj 2 XnS using a tentative solu-
tion, Eq. (1) can be re-written as Eq. (2)

fsðSÞ ¼
X

xi2S
cixi þ

X

i6¼j
xi;xj2S

bijxixj þ const (2Þ

where
ci ¼ ai þ

X

xj2XnS
bijx̂j; (3Þ

const ¼
X

xi2XnS
aix̂i þ

X

i6¼j
xi;xj2XnS

bijx̂ix̂j (4Þ

Eq. (2) shows the subQUBO model extracting only the
binary variables in S from Eq. (1) assuming the tentative
solution X̂.

Algorithm 1. Basic Hybrid Annealing Approach

1: procedure BASIC HYBRID ANNEALING APPROACH

2: X  Initialize(QUBO)
3: Xbest  X
4: while not converged do
5: subQUBO Extract(QUBO,m,X)
6: X  Optimize(subQUBO,X)

" given the fixed n�m variables
7: return fðXbestÞ; Xbest

3.2 Existing subQUBO Model Extraction Methods

This subsection summarizes the existing subQUBO model
extraction methods other than a simple random subQUBO
model extraction method.

Ref. [9] proposed a method based on k-opt local search
[12], [13]. In that study, a method for extracting a subQUBO

model based on relatively good solutions reached in the
past was also proposed. This method utilized path relinking
[23]. However, the extracted subQUBO models tend to be
fixed because they depend only on the existing solutions.

In [10], an extractingmethod, called qbsolv, based on impact
values was proposed. The impact value is defined as how
much the objective function value is increased (i.e., less opti-
mal) when the variable is negated from the current solution.
By extracting the subQUBO model according to the impact
value and updating the current solution, an effective search
is expected. However, the impact values depend only on the
current solution; hence, the extracted subQUBO model also
tends to be fixed, falling into a local optimal solution.

In [11], a genetic algorithm (GA) was first used to explore
the solution space in a given QUBO model by running a
classical computer. The subQUBO model was then con-
structed based on the final population in the GA process.
This method must run the GA process until it sufficiently
converges; thus, it is impractical to apply it to large-sized
QUBOmodels.

Note that several studies proposed subQUBO model
extraction methods for specific problems, such as the maxi-
mum-clique problem in [24], [25], [26], the constraint satis-
faction problem in [27], and the maximum constraint
satisfaction problem in [28]. However, these methods can
only be applied to these specific problems.

4 PROPOSED HYBRID ANNEALING METHOD

The subQUBO model extraction methods discussed in Sec-
tion 3.2 are all heuristic and do not necessarily have a theo-
retical background. On the contrary, the theoretically ideal
property of the subQUBO model extraction can be obtained
by focusing on the difference between the tentative solu-
tions and the ground-state solution of a QUBO model, as
will be proven in Section 4.1. It is quite important to utilize
the theoretical background to extract the subQUBO models
and then find globally optimal solutions in the original
QUBOmodel.

In this section, we first focus on the difference between
the tentative solution and the ground-state solution of a
QUBO model and theoretically prove the ideal property of
the subQUBO model extraction. Based on this theorem, we
then propose a subQUBO model extraction method and a
hybrid annealing method that utilizes it.

4.1 Theoretical Background and Strategy

Assuming a small-sized QUBO model exapmle, we consid-
ered the ideal subQUBO model extraction. For illustrative
purposes, the QUBO model of Eq. (1) is shown as an undi-
rected graph. For example, when the number of binary vari-
ables in the QUBO model, called the QUBO model size, is 5,
Eq. (1) is shown as in Fig. 1, where every node shows the
binary variable xi, and the edge shows the node interaction.
Coefficients ai and bij in Eq. (1) are associated with every
node and edge, respectively. We assumed that the QUBO
model size is n ¼ 5. The coefficients were assigned as shown
in Fig. 1. Moreover, the computable variable size of an Ising
machine ism ¼ 3.

Suppose that we obtain a tentative solution of (x1 ¼ 1,
x2 ¼ 1, x3 ¼ 1, x4 ¼ 0, x5 ¼ 0) as shown in Fig. 2. The
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objective value of the QUBO model given by Eq. (1) is ð�7Þ
in this case. In Fig. 2, the orange nodes indicate that their
values are equal to the ground-state solution. When all the
variables became one for this QUBO model, its objective
value was minimized to ð�14Þ.

We assume that x1, x3, and x5 are extracted as a sub-
QUBO model from Fig. 2, as shown in the red box in Fig. 3a,
where x5 is included in the extracted subQUBO model but
x4 is not included in the extracted subQUBO model. x4 and
x5 are binary variables with a different value from the
ground-state solution of the original QUBO model. When
the ground-state solution of this subQUBO model is
obtained as in Fig. 3b, we have x1 ¼ 1; x3 ¼ 0 and x5 ¼ 1.
The objective value of the original QUBO model becomes
ð�11Þ. In this case we cannot obtain the ground-state solu-
tion of the original QUBO model. The value of x3 must be
ðþ1Þ in the ground-state solution of the original QUBO
model.

We further assume that x3, x4 and x5 are extracted as a
subQUBO model from Fig. 2, as shown in the red box in
Fig. 4a, where both x4 and x5 are included in the extracted
subQUBO model. When the ground-state solution of this
subQUBO model is obtained as in Fig. 4b, we have x3 ¼ 1,
x4 ¼ 1, and x5 ¼ 1, which leads to the objective value of
ð�14Þ, the ground state of the original QUBO model. Even if
x2, x4, and x5 are extracted as a subQUBO model, and its
ground-state solution are obtained, we can also obtain the
ground-state solution of the original QUBOmodel.

The examples imply the following property: assume that
we extract binary variables, including all the binary varia-
bles that currently have a different value from the ground-
state solution and construct a subQUBO model including
all these binary variables. Obtaining the ground-state solu-
tion of the extracted subQUBO model also gives the
ground-state solution of the original QUBO model. This
property leads to a very strong insight to the extraction of
the subQUBOmodels.

This property can be generalized as the following
theorem:

Theorem 1. Consider a subQUBO model obtained by extracting
a subset S � X of binary variables from a QUBO model con-
sisting of a set X of binary variables. Let X̂ be a tentative solu-
tion of the QUBO model and X� ¼ fx�i g be the ground-state
solution. Let X�s ¼ fs�i g for every xi 2 S be the ground-state
solution of the extracted subQUBO model. In the tentative
solution X̂ of the QUBO model, letN be the set of binary varia-
bles with different values from the ground-state solution. In this
case, if S � N , then fsðX�sÞ ¼ fðX�Þ.

Proof. From Eq. (2), the ground-state objective value fsðX�sÞ
of the subQUBOmodel is presented as

fsðX�sÞ ¼
X

xi2S
ais
�
i þ

X

xi2S
xj2XnS

bijs
�
i x̂j

þ
X

i 6¼j
xi;xj2S

bijs
�
i s
�
j þ

X

xi2XnS
aixi

þ
X

i6¼j
xi;xj2XnS

bijxixj (5Þ

In the same manner, from Eq. (1), the ground-state objec-
tive value fðX�Þ of the QUBOmodel is presented as

fðX�Þ ¼
X

xi2S
aix
�
i þ

X

xi2XnS
aix
�
i þ

X

xi2S
xj2XnS

bijx
�
i x
�
j

þ
X

i6¼j
xi;xj2S

bijx
�
i x
�
j þ

X

i 6¼j
xi;xj2XnS

bijx
�
i x
�
j (6Þ

If xi 2 XnS, then xi 2 XnN because S � N . If xi 2
XnN , then xi ¼ x�i . The following equations then hold

Fig. 1. QUBO model.

Fig. 2. A tentative solution of the QUBOmodel.

Fig. 3. x1, x3, and x5 are extracted as a subQUBOmodel (a). The ground
state of the extracted subQUBO model is obtained, where x1 ¼ 1, x3 ¼
0, and x5 ¼ 1 (b).

Fig. 4. x3, x4, and x5 are extracted as a subQUBOmodel (a). The ground
state of the extracted subQUBO model is obtained, where x3 ¼ 1, x4 ¼
1, and x5 ¼ 1 (b).
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aixi ¼ aix
�
i ðxi 2 XnSÞ (7Þ

bijxj ¼ bijx
�
j ðxj 2 XnSÞ (8Þ

bijxixj ¼ bijx
�
i x
�
j ðxi; xj 2 XnSÞ (9Þ

Therefore, the ground-state objective value fsðX�sÞ of
the subQUBOmodel becomes

fsðX�sÞ ¼
X

xi2S
ais
�
i þ

X

xi2S
xj2XnS

bijs
�
i x
�
j

þ
X

i 6¼j
xi;xj2S

bijs
�
i s
�
j þ

X

xi2XnS
aix
�
i

þ
X

i6¼j
xi;xj2XnS

bijx
�
i x
�
j (10Þ

If fsðX�s Þ > fðX�Þ, then X�s ¼ fs�i g does not give the
ground-state solution of the subQUBO model, contra-
dicting the assumption that X�s is the ground-state solu-
tion of the subQUBO model. If fsðX�sÞ < fðX�Þ, then
X� ¼ fx�i g does not give the ground-state solution of the
QUBO model, contradicting the assumption that X� is
the ground-state solution of the QUBO model. In other
words, fsðX�sÞ ¼ fðX�Þ. tu
The above theorem shows that the ideal subQUBOmodel

extraction aims to evaluate the tentative solution and include
all variables with a different value from the ground-state
solution. However, the variables having a different value
from the ground-state solution cannot be clearly determined.
Therefore, we will discuss herein how to construct a method
to find the variables in the tentative solution that are likely to
have a different value from the ground-state solution.

When focusing on a specific binary variable xi, it is very
natural that, if it is 0 (or 1) in many quasi-ground-state solu-
tions obtained, its value of the ground-state solution is also
likely to be xi ¼ 0 (or xi ¼ 1). In contrast, if the binary vari-
able xi value is not fixed at 0 or 1 over many quasi-ground-
state solutions, it is unlikely to have the same value as the
ground-state solution and likely to have a different value
from the ground-state solution.

Based on this strategy, we newly design a subQUBO
model extraction method in Section 4.2. As shown in that
section, the proposed method is based on the abovemen-
tioned strategy. Furthermore, it tends not to fix the extracted
subQUBO models; hence, we can expect that we can extract
various subQUBO models and finally find a better quasi-
optimal solution of the original QUBO model.

4.2 Hybrid Annealing Method With Multiple Solution
Instances

In this subsection, we propose a subQUBOmodel extraction
method based on the discussion in the previous subsection.
We also propose a hybrid annealing method utilizing this
subQUBOmodel extraction.

4.2.1 subQUBO Model Extraction Method

Based on the strategy discussed earlier, we first consider a
situation in which we obtained NI 	 3 quasi-ground-state

solutions of the original QUBO model, called solution instan-
ces. These solution instances can be obtained by running
any QUBO solver on classical computers, such as PyQUBO
[29] and the ocean library [30] to the original QUBO model.
We then execute the following steps:

(Step 1) Focusing on a particular binary variable xi of the
solution instances, we count the number of solution
instances with xi ¼ 1 in theseNI solution instances.
This count is calculated for each binary variable in
the original QUBO model.

(Step 2) When the count of a binary variable xi is equal to
NI=2, it is called the most varied. When the count of
a binary variable xi is equal to NI or 0, it is called
the least varied. We sort the binary variables from
the most varied to the least varied and construct
the subQUBO model in the sorted order while its
size not exceeding the subQUBO size limit.

Using this method, we can collect the binary variables not
fixed at 0 or 1 into the extracted subQUBOmodel.

However, the proposed method leads to the fixed sub-
QUBO model because we always use NI solution instances.
Hence, we randomly pick up NS ð2 
 NS < NIÞ solution
instances from the NI solution instances and construct the
subQUBOmodel from them.

In the abovementioned method, we only focus on the NS

solution instances. The ðNI �NSÞ solution instances are not
considered. The pick-up process is repeated NE times to
fully utilize all the solution instances. We also construct NE

subQUBO models. We can construct various patterns of
subQUBO models; thus, we can obtain various solution
instances by adding their solution into the instance pool.
Accordingly, we expect that a better quasi-optimal solution
of the original QUBO model can be finally obtained. Note
that when we have NE or more Ising machines, we can
simultaneously obtain (quasi-)ground-state solutions for
theseNE subQUBOmodels.

4.2.2 Proposed Hybrid Annealing Method

Algorithm 2 presents the proposed hybrid annealing
method based on the subQUBO model extraction. In this
method, n and m show the QUBO model size and sub-
QUBO model size, respectively. In the proposed method,
we first prepare a predetermined number NI of the solution
instances and register it in the instance pool (lines 2–4).
Among the solution instances in the instance pool, that with
the best objective value is selected as the best solution Xbest

(line 5). The following process is repeated while the solution
does not converge (lines 6–19). A quasi-ground-state solu-
tion is found by running any QUBO solver on a classical
computer for every solution instance in the instance pool.
At that time, the previously obtained solution is used as an
input to the QUBO solver (lines 7 and 8). The NE subQUBO
models are extracted using the subQUBO model extraction
method described above (lines 9–17).

To extract the subQUBO model, the NS solution instan-
ces ðX1; X2; � � � ; XNS

Þ are randomly selected from the
instance pool (line 10). Let xk;j be the jth binary variable in
the kth solution instance. Focusing on the jth binary vari-
able over the NS selected solution instances, we count the
number of solution instances, in which its value is one. Let

2610 IEEE TRANSACTIONS ON COMPUTERS, VOL. 71, NO. 10, OCTOBER 2022



cj be the count. The absolute difference between cj andNS=2
is then calculated (lines 11–14). In the ascending order of
this absolute difference, the binary variables are extracted
as the subQUBO model, whose size does not exceed m. At
that time, a solutionXt randomly selected from theNS solu-
tion instances is used as a tentative solution (line 15). For
every subQUBO model extracted, a (quasi-)ground-state
solution is found by an Ising machine, which is combined
with Xt. We then obtain a new solution X0 (line 16). We add
it into the instance pool as a new solution instance (line 17).

Algorithm 2. Proposed Hybrid Annealing Method

1: procedure PROPOSED METHOD WITH MULTI-INSTANCES

2: for (i ¼ 1; i 
 NI ; iþþ) do
3: Xi  Initialize(QUBO)
4: Pool AddInstancePool(Pool,Xi)
5: Xbest  FindBest(Pool)
6: while not converged do
7: for (i ¼ 1; i 
 NI ; iþþ) do
8: Xi  Optimize(QUBO, Xi)

" Using a classical computer
9: for (i ¼ 1; i 
 NE ; iþþ) do
10: X1; X2; � � � ; XNS

 SelectInstance(Pool, NS)
11: for (j ¼ 1; j 
 n; jþþ) do
12: for (k ¼ 1; k 
 NS ; kþþ) do
13: cj  cj þ xk;j

14: dj  jcj � NS
2 j

15: subQUBO Extract(ArgSort(d1; d2; � � � ; dn),m,Xt)
16: X0  Optimize(subQUBO,Xt)

" Using an Ising machine
17: Pool AddInstancePool(Pool, X0)
18: Xbest  FindBest(Pool)
19: Pool ArrangeInstancePool(Pool, NI)
20: return fðXbestÞ; Xbest

After these steps, Xbest is updated to the best solution in
the instance pool (line 18). Finally, the top NI solution
instances with good objective values from the instance pool
are redefined as the instance pool (line 19).

5 EXPERIMENTAL EVALUATIONS

5.1 Evaluation Purpose

The following four items are evaluated in this section:

1) performance of the proposed method with respect to
three parameters (i.e., NI , NE and NS) under a CPU
simulation;

2) comparison of the performance of the proposed
method to that of the existing methods under a CPU
simulation;

3) performance of the proposed method when using a
real Ising machine; and

4) comparison of the performance of the proposed
method to that of the existing methods using a real
Ising machine.

First, we clarified the relationship among the three
parameters, namely the number NI of solution instances,
the number NE of subQUBO models to be extracted, and
the number NS of solution instances to be selected for the
subQUBO model extraction, and the obtained (quasi-)
ground-state solutions/processing time. NI was specifically

set to three patterns, that is, 20, 40, and 60. Similarly, NE

was set to three patterns, that is, NI=4, NI=2, and NI . Mean-
while, NS was set to three patterns depending on the NI

value, that is, 2,NI=4, andNI=2, because its maximum value
isNI itself. We tried a total of 27 patterns.

Next, we compared the proposed method with the exist-
ing methods, including the simplest subQUBO model
extraction method, which randomly selects variables
(henceforth referred to as the random method), and qbsolv
[10], which is the most effective in real-world problems,
such as in [1], from the viewpoints of the obtained quasi-
ground-state solutions and processing time.

An Ising machine was simulated on the CPU for evalua-
tions (1) and (2). For evaluations (3) and (4), a real Ising
machine was used. We evaluated several conditions as
above in Evaluation (1) and verified that the proposed
method was effective, even when using a real Ising machine
in Evaluation (3). Evaluation (2) compared the proposed
method to the existing ones. Finally, in Evaluation (4), we
implemented the existing methods on a real Ising machine
and compared the results to the proposed method, which
showed the effectiveness of the proposed method.

5.2 Implementation

5.2.1 Implementation Environment

For evaluations (1) and (2), the Isingmachinewas simulated by
the tabu search [31] on the CPU of a local machine. The local
machine used was an Intel Xeon (CPU: 28 cores, 2.60 GHz/
RAM: 96GB).We used the function, hybrid.samplers.Interrup-
tableTabuSampler(), provided by the ocean library [30]. This
function runs the annealing process until the solution is well
converged. For evaluations (3) and (4), D-Wave 2000Q
machine was used as an Ising machine. When using the D-
Wave 2000Q machine, one subQUBO model was annealed
once for each trial. We used the function, dwave.system.
AutoEmbeddingComposite( dwave.system.DWaveSampler()
).sample( num_reads=1 ), provided by the ocean library [30].
The Isingmachine under the CPU simulation and the D-Wave
2000Q machine were set to be able to deal with subQUBO
models of up to 50 variables (m ¼ 50).1 The implementation
languagewas Python.We also used theNumPy library [32].

5.2.2 Implementation of the Proposed Method

In this implementation, the tabu search process was per-
formed by the CPU to obtain each solution instance in the
instance pool during 0.010 [s], which was short enough, but
led to reasonable solutions, in lines 7 and 8 in Algorithm 2.
We used the function tabu.TabuSampler(), provided by the
ocean library [30].

In Algorithm 2, we used the average hamming distance
between the solution instances in the instance pool to judge
if the solution is well converged or not. When the average
hamming distance was less than or equal to the Ising
machine size (¼ 50), we considered the search to be suffi-
ciently completed, and we terminated the process.

1. As mentioned in Section 2.2, D-Wave 2000Q machine logically
deals with a maximum of 64 variables. However, several qubits cannot
be used due to defects; thus, the effective number of binary variables
dealt with becomes less than 64. We then set the maximum subQUBO
sizem ¼ 50 in this experiment.
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5.2.3 Implementation of the Random Method

Algorithm 3 presents the implemented random method. In
this method, each variable in the variable set X was initial-
ized to 0 or 1 (line 2), and the tentative solution was pre-
pared (line 3). The following steps were repeated until the
solution is converged (lines 4–9). The tabu search process
was executed for 0.010 [s] as in the proposed method
(line 5). Accordingly, m random variables were extracted
into the subQUBO model (line 6). m is the number of varia-
bles that can be computed by an Ising machine. The (quasi-)
ground-state solution of the subQUBO model was obtained.
If it was better than the tentative solution, the tentative solu-
tion was updated (lines 7–9). The convergence condition
was set to the case where the tentative solution in lines 8
and 9 was not updated cn times consecutively.2

Algorithm 3. Random Method

1: procedure RANDOM METHOD

2: X  Initialize(QUBO)
3: Xbest  X
4: while not converged do
5: X  TabuSeach(QUBO,X)
6: subQUBO RandomExtract(QUBO,m,X)
7: X  Optimize(subQUBO,X)
8: if fðXÞ < fðXbestÞ then
9: Xbest  X
10: return fðXbestÞ; Xbest

5.2.4 Implementation of Qbsolv

Algorithm 4 presents the qbsolv method [10], in which each
binary variable in a variables set X was initialized to 0 or 1
(line 2), and the variable set after the tabu search process was
set as the tentative solution (line 3). For the tentative solution,
the variable indices were sorted in the impact values of the
variables. The following process was repeated until the solu-
tion is converged (lines 5–13). Multiple subQUBO models
were extracted by decomposing the binary variables in the
order of the sorted indices (line 6–7). The (quasi-)ground-state
solutions of the extracted subQUBO models were then
obtained. These solutions were composed as the temporal
solution of the original QUBO model (lines 8 and 9). As in
lines 3 and 4, for the temporal solution, the tabu search was
executed, and the variable indices were sorted in the impact
values (lines 10 and 11). Subsequently, the temporal solution
was comparedwith the tentative solution. If it was better than
the tentative solution, then the tentative solutionwas updated
(lines 12 and 13). As in the random method, the convergence
condition was set to the case where the tentative solution was
not updated cn times consecutively in lines 12 and 13.

5.2.5 Implementation of Direct QUBO Search

When the Ising machine is simulated by the CPU as in eval-
uations (1) and (2), it can deal with a larger QUBO model.
In order to evaluate this case, we input an original large-

sized QUBO model directly into the CPU-simulated Ising
machine. In this case, we also used the function, hybrid.
samplers.InterruptableTabuSampler(), provided by the
ocean library [30]. This function runs the annealing process
until the solution is well converged.

Algorithm 4. Qbsolv[10]

1: procedure QBSOLV

2: X  Initialize(QUBO)
3: Xbest  TabuSeach(QUBO,X)
4: index OrderByImpact(QUBO,Xbest)
5: while not converged do
6: for (i ¼ 0; i < Size(QUBO); iþ ¼ Size(subQUBO)) do
7: subQUBO Decompose(QUBO,

index[i : iþSize(subQUBO)-1],Xbest)
8: subX Optimize(subQUBO,Xbest)
9: X[index[i : iþSize(subQUBO)-1]] subX
10: X  TabuSearch(QUBO,X)
11: index OrderByImpact(QUBO,X)
12: if fðXÞ < fðXbest) then
13: Xbest  X
14: return fðXbestÞ; Xbest

5.3 Measurement Results

This subsection presents the measurement results of the
proposed method and the existing methods. In these meas-
urements, three quadratic assignment problems (QAPs),
namely tai20a, tho30 and tho40 from QAPLIB [33] were con-
verted into QUBO models and used. When the QAPs were
converted into QUBO models, their variable sizes were 400,
900, and 1600, respectively, which are larger than the maxi-
mum variable size of the Ising machine.

We measured the number of loops, solution accuracy,
processing time on the Ising machine and local search. The
number of loops is the number of while loops required for
the solution convergence. The solution accuracy is defined
as fðXÞ=fðX�Þ, where the resulting output solution is X,
and the ground-state solution of the QUBO model is X�. X�

can be obtained from QAPLIB [33].
The processing time of the Ising machine is the total time

spent to search for the (quasi-)ground-state solutions of the
subQUBO models. For the CPU simulation, it is the time of
the tabu search process for the subQUBO models, while in
the case of using the real Ising machine, it is the time
devoted to the annealing process.3 The local search time is
the total execution time of the tabu search for the entire orig-
inal QUBO model. We measured them 50 times. The mean
values were summarized in the results. The best accuracies
over 50 trials were also shown in Tables 1, 2 ,3 ,4 ,5 ,6 ,7 ,8 ,9
,10 ,11 ,12 ,13, and 14.

Tables 1, 2, 3, 4, 5, 6, 7, 8, and 9 show the measurement
results of the proposed method for the QUBO models for
Evaluation (1). Tables 1, 2, and 3 present the results for
tai20a with NI as 20, 40, and 60. Similarly, Tables 4, 5, and 6
show the results for tho30, and Tables 7, 8, and 9 present the

2. As discussed in Sections 5.3 and 5.4, we have tried various cn val-
ues and determined that cn ¼ 3 is the best. No further improvement in
solution accuracy can be seen, even if we set cn ¼ 4 or more in the ran-
dommethod and qbsolv.

3. Other than the annealing time, pre-process time such as QPU
(Quantum Processing Unit) cooling time is needed for D-Wave
machine. However, it is not directly related to annealing process time
[34], [35]. In this experiment, we measured the anneal time and evalu-
ated the effectiveness of the proposed method.
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results for tho40. The problem name, size of the QUBO
model, NI , NE , NS , number of loops, solution accuracy, and
processing time on the CPU-simulated Ising machine and
the local search are indicated in each table.

Tables 10, 11, and 12 show the results of the random
method, qbsolv, and direct QUBO search for Evaluation (2).
Each table presents the results for each QUBOmodel, where
the problem name, size of the QUBO model, method, num-
ber of loops, solution accuracy, and processing time on the
CPU-simulated Ising machine and the local search are also
presented from the leftmost to the rightmost column.

Fig. 5 summarizes the mean accuracies when the param-
eter cn is varied in the random method and qbsolv. Figs. 6,
7, and 8 show the boxplot of the data from evaluations (1)
and (2). The boxplot shows the distribution of the obtained
data. The box extends from the first quartile to third quartile
with the line inside indicating the median. The whisker

shows the maximum and minimum values. In these figures,
we set cn ¼ 3 for the random method and qbsolv based on
the discussion in Section 5.4.

Table 13 shows the measurement results of the proposed
method for Evaluation (3),4 including the problem name,
size of the QUBO model, NI , NE , NS , number of loops, solu-
tion accuracy, and annealing time on the real Ising machine
and the local search time from the leftmost to the rightmost
column. How to setup the parameters in Table 13 is dis-
cussed in Section 5.4.

TABLE 1
Results of the Proposed Method for tai20a (CPU Simulation):NI ¼ 20

TABLE 2
Results of the Proposed Method for tai20a (CPU Simulation):NI ¼ 40

TABLE 3
Results of the Proposed Method for tai20a (CPU Simulation):NI ¼ 60

TABLE 4
Results of the Proposed Method for tho30 (CPU Simulation):NI ¼ 20

4. In Table 13, the total annealing time on D-Wave 2000Q, ta [ms], is
the same as the processing time on local search, tl [s], because of the fol-
lowing reason. In D-Wave 2000Q, every annealing requires 0.020 [ms].
ta [ms] is given by ta[ms] ¼ NE �#Loop� 0:020[ms]. tl [s] is given by
tl[s] ¼ NI �#Loop� 0:010[s] because every tabu search requires 0.010
[s], as discussed in Section 5.2.2. We set NI ¼ 2�NE , thus, we have
ta[ms] ¼ tl[s].
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Table 14 presents the measurement results of the random
method and qbsolv for Evaluation (4). The problem name,
size of the QUBO model, method, number of loops, solution
accuracy, and annealing time on the real Ising machine and
local search time are shown.

Fig. 9 shows the boxplot of the data from evaluations (3)
and (4). The boxplot shows the distribution of the obtained
data, as in Figs. 6, 7, and 8.

5.4 Discussions

This subsection discusses the evaluation results of the pro-
posed method compared to the existing methods. First, we
investigate the effect of the three parameters, namelyNI , NE ,
and NS , on the solution accuracy in the proposed method
from Tables 1, 2, 3, 4, 5, 6, 7, 8, and 9. Table 15 summarizes the
results of the averaged mean solution accuracy and the proc-
essing time of the CPU-simulated Ising machine for each

TABLE 5
Results of the Proposed Method for tho30 (CPU Simulation):NI ¼ 40

TABLE 6
Results of the Proposed Method for tho30 (CPU Simulation):NI ¼ 60

TABLE 7
Results of the Proposed Method for tho40 (CPU Simulation):NI ¼ 20

TABLE 8
Results of the Proposed Method for tho40 (CPU Simulation):NI ¼ 40

TABLE 9
Results of the Proposed Method for tho40 (CPU Simulation):NI ¼ 60
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value ofNI . According to the table, the larger the value ofNI ,
the better the solution accuracy. The larger the value of NI ,
the longer the processing time of the CPU-simulated Ising
machine.

Next, we examined the effect of NE on the solution accu-
racy and processing time. We calculated the averaged mean
solution accuracy and the processing time of the CPU-simu-
lated Ising machine for each value of NE from Tables 1, 2, 3,

TABLE 10
Results of the Existing Method for tai20a (CPU Simulation)

TABLE 11
Results of the Existing Method for tho30 (CPU Simulation)

TABLE 12
Results of the Existing Method for tho40 (CPU Simulation)

TABLE 13
Results of the Proposed Method When Using D-Wave 2000Q

Conditions Results

Mean accuracy Total annealing time Processing time

Problem QUBOmodel size NI NE NS #Loop (Best accuracy) on D-Wave 2000Q [ms] on local search [s]

tai20a 400 variables 20 10 5 5.58 0.958 (0.966) 1.116 1.116
tho30 900 variables 20 10 5 9.38 0.955 (0.968) 1.876 1.876
tho40 1600 variables 20 10 5 11.92 0.963 (0.978) 2.384 2.384

TABLE 14
Results of the Existing Method When Using D-Wave 2000Q

Conditions Results

Mean accuracy Total annealing time Processing time

Problem QUBOmodel size Method cn #Loop (Best accuracy) on D-Wave 2000Q [ms] on local search [s]

Random method 3 6.02 0.950 (0.969) 0.120 0.060
tai20a 400 variables qbsolv 3 6.52 0.951 (0.967) 1.043 0.065

Random method 3 7.04 0.944 (0.957) 0.141 0.070
tho30 900 variables qbsolv 3 5.90 0.943 (0.956) 2.124 0.059

Random method 3 9.48 0.945 (0.963) 0.190 0.095
tho40 1600 variables qbsolv 3 5.98 0.935 (0.950) 3.827 0.060

ATOBE ETAL.: HYBRID ANNEALING METHOD BASED ON SUBQUBO MODEL EXTRACTION WITH MULTIPLE SOLUTION INSTANCES 2615



4, 5, 6, 7, 8, and 9. Table 16 summarizes the results. Accord-
ing to the table, the larger the value of NE , the better the
solution accuracy and the longer the processing time of the
CPU-simulated Ising machine.

Table 17 summarizes the effect ofNS on the performance,
where the mean solution accuracies and the processing
times of the CPU-simulated Ising machine were averaged
for each value of NS . Table 17 shows that we cannot see
well the clear relationship betweenNS and the performance.

The results indicate that parameters NI and NE should
be set large enough as long as the processing time allows.

NS may not affect the solution accuracy, and it may be good
to set NS to a reasonable value according to the available
Ising machine hardware and processing time.

We then compared the performances of the proposed
method and the existing methods through Tables 1, 2, 3, 4,
5, 6, 7, 8, 9, 10, 11, and 12. For instance, looking at Table 10
for tai20a, the random method showed the mean solution
accuracy of 0.948, qbsolv showed the mean solution accu-
racy of 0.954–0.957, and direct QUBO search showed the
mean solution accuracy of 0.954. In the proposed method,
the mean solution accuracies ranged from 0.966 to 0.982 for
tai20a. The solution accuracy was 0.970 on average in the
condition of NI ¼ 20, NE ¼ 5, and NS ¼ 10, which is almost
equivalent in the processing time of the CPU-simulated
Ising machine in qbsolv under the condition of cn ¼ 3. The
similar discussions hold true when looking at the best accu-
racies. These results indicate that the proposed method can
find better quasi-ground-state solutions compared to the
existing methods. As we can also see from the distribution
of solution accuracies shown in Figs. 6, 7, and 8, the pro-
posed method can obtain better quasi-ground-state solu-
tions compared to the existing methods. As in these figures
and tables, the direct QUBO search cannot obtain better

Fig. 5. No further improvement in solution accuracy can be seen, even if
we set cn ¼ 4 or more in the random method (a) and qbsolv (b).

Fig. 6. Boxplot of data from the evaluations for tai20a.

Fig. 7. Boxplot of data from the evaluations for tho30.
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results, compared to the proposed method. This is because
the CPU-simulated Ising machine cannot anneal the solu-
tion enough, if large-sized QUBO models are given. In sum-
mary, the proposed method can obtain better quasi-ground-
state solutions compared to the existing methods for all the
QUBO models of tai20a, tho30, and tho40.

The discussions showed the effectiveness of the pro-
posed method on the CPU simulation. We found that the
proposed method can obtain a better solution accuracy than
the existing methods even in the case of NI ¼ 20. Table 18
shows the averaged mean solution accuracy and the proc-
essing time of the CPU-simulated Ising machine of the pro-
posed method for the nine patterns of NE and NS with a
fixed NI ¼ 20. Table 18 illustrates that the highest solution
accuracy is obtained on NI ¼ 20, NE ¼ 20, and NS ¼ 5;
however, the processing time of the CPU-simulated Ising
machine becomes relatively long. In the case of NI ¼ 20,

NE ¼ 10, and NS ¼ 5, the solution accuracy was almost the
same as that of NI ¼ 20, NE ¼ 20, and NS ¼ 5, but the proc-
essing time of the CPU-simulated Ising machine can be
reduced to half. From this viewpoint, in Evaluation (3)
using the real Ising machine, we focused on the parameter
set ofNI ¼ 20, NE ¼ 10, and NS ¼ 5.

Fig. 5 shows that we cannot see no further improvement
in solution accuracy, even if cn ¼ 4 or more are set in the

Fig. 8. Boxplot of data from the evaluations for tho40.

Fig. 9. Boxplot of data from the evaluations when using D-Wave 2000Q.

TABLE 15
Effect ofNI on the Solution Accuracy and Processing Time

Processing time

Mean on CPU-simulated

NI accuracy Ising machine [s]

20 0.963 7.053
40 0.967 15.183
60 0.968 23.355

TABLE 16
Effect of NE on the Solution Accuracy and Processing Time

Processing time

Mean on CPU-simulated

NI NE accuracy Ising machine [s]

5 0.9614 3.072
20 10 0.9638 6.200

20 0.9642 11.887

10 0.9647 6.061
40 20 0.9670 13.412

40 0.9678 25.964

15 0.9662 9.687
60 30 0.9681 20.474

60 0.9688 39.905

TABLE 17
Effect of NS on the Solution Accuracy and Processing Time

Processing time

Mean on CPU-simulated

NI NS accuracy Ising machine [s]

2 0.9633 7.100
20 5 0.9635 7.152

10 0.9625 6.907

2 0.9670 15.711
40 10 0.9674 15.504

20 0.9652 14.334

2 0.9686 24.907
60 15 0.9683 22.922

30 0.9662 22.237
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random method and qbsolv. Therefore, in Evaluation (4)
using the real Ising machine, we set cn ¼ 3.

Table 13 shows the performance of the proposed method
on the D-Wave 2000Q machine with the parameter set of
NI ¼ 20, NE ¼ 10, and NS ¼ 5. The table illustrates that the
proposed method can find the same level of quasi-ground-
state solutions with the mean accuracy difference of 0.00–
0.017 compared to the CPU simulation. Finally, from
Tables 13 and 14, we compared the results of the proposed
method to the existing methods when using the D-Wave
2000Q machine. Similar to the CPU simulation results, the
proposed method can obtain better quasi-ground-state solu-
tions in terms of accuracy compared to the existing methods
for all the QUBO models of tai20a, tho30, and tho40. Fig. 9
also shows that the distribution of the solutions obtained by
the proposed method is better than that of the existing
methods, especially in tho30 and tho40.

6 CONCLUSION

In this paper, we proposed a hybrid annealing method that
extracts a subQUBO model from a large-sized QUBO model
on a classical computer and solves the extracted subQUBO
model on an Ising machine. The proposed method prepared
multiple solution instances and focused on the variation of
each binary variable in the solution instances. The (quasi-)
ground-state solutions of the extracted subQUBO models
were obtained using an Ising machine and pooled into solu-
tion instances. By repeating this process, we obtained a
(quasi-)optimal solution of the original QUBO model.

From the implementation evaluations of the simulated
Ising machine on the CPU, we clarified the effect of the
design parameters of the proposed method. In both evalua-
tions of the simulated and real Ising machines, we demon-
strated that the proposed method can obtain better
solutions compared to the existing methods.

According to the evaluation results, the larger the number
of extracted subQUBO models, the better the solution accu-
racy. In the proposed method, the number of subQUBOmod-
els to be extracted can be flexibly set. Therefore, the
performance of the proposed method can be maximized by
extracting the subQUBO models according to the available
Isingmachine hardware. Using themaximumnumber of Ising
machine hardware in parallel, we can simultaneously obtain
the (quasi-)ground-state solutions of the extracted subQUBO
models. Thiswill be an important part of the futurework.

In this paper, we picked up the QAPs, typical difficult com-
binatorial optimization problems, and evaluated the proposed
method. However, if a given combinatorial optimization prob-
lem instance tends to satisfy Theorem 1, the proposed method
may more outperform the existing methods and we can see

themore significant benefits from the proposedmethod. In the
future, we will theoretically define such a problem class and
evaluate the proposedmethod furthermore.

Recently, an effective quantum annealing scheme, called
ensemble quantum annealing (EQUAL), is proposed in [36].
In the conventional quantum annealing, an optimal solution
cannot be obtained due to the system bias caused by the
noise and imperfections in a quantum annealing machine,
even when a single quantum machine instruction (QMI) is
executed many times. In EQUAL, QMI is repeatedly exe-
cuted by adding controlled perturbations, called perturbation
Hamiltonian, and hence it much improves the solution qual-
ity. The scheme is effective when using the quantum anneal-
ing machine hardware like D-Wave 2000Q and can be
combined with the proposed hybrid annealing method. In
this case, how to generate an effective perturbation Hamil-
tonian is the key and this is also an important future work.
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